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Geometry Optimization of Charged Molecules in an External Electric Field Applied to
F~-H,0 and I7-H20
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A general constrained geometry optimization procedure for charged molecules in an external electric field is
developed. The procedure uses constraints to neutralize the resultant net force between the charged molecule
and the external electric field. Three different constraints are explicitly considered: (1) a fixed center of
coordinates, (2) a fixed center of mass, and (3) a fixed single atom. Field-dependent optimized geometries
and vibrational frequencies for FH,O and I'-H,0O are obtained and shown to be constraint-dependent. The
constrained center of coordinates appears to simulate the charged system at static equilibrium in the electric
field. The fixed atom constraint models the situation when an atom becomes attached to a more extended
substrate. The center-of-mass constraint gives optimized structures that are mass sensitive and intermediate
between those obtained with the other two constraints. The constrained geometry optimization procedure
has applications to modeling different environments on electrode surfaces.

1. Introduction one-electron Hamiltonian. Duran et al. have also derived
expressions for the analytic second-order derivatives for closed-

Recently ther_e _has be_en a growing effort to theoretically shell restricted HartreeFock functions with an applied uniform
model the atomic interactions occurring on electrode surfaces. T
electric field for neutral molecular systerfs. However, a

Several investigators used the ab initio cluster model to represen'[molecule with net charg® in an external electric field will
the surface of a metallic electrodiet Another popular approach . 9 ; c
is based on the molecular dynamics type calculatiohs havg.a.re5|dual forc®F preventing the determlna.tlon. of an
Although we do not discuss this second approach in an de'tail equilibrium geometry where all of the energy derivatives are
o 9 . . : P . y 'zero. Hermansson et al. have investigated the optimum geometry
it is worth noting that the interaction potentials used in molecular oo .

. . o and vibrational frequency for OHand CN" in a homogeneous
dynamics are often derived from the ab initio cluster calcula- L - L
tions. Typically in the ab initio cluster calculations the ex’gernal electric field as well as |.réelesctr|c fields generated by
electronic structure of an adsorbate on a cluster of metal atomspOlnt charges placed. arc_)und the iBA® The cglculathns are
is investigated, where the cluster simulates the surface of '[heused o simulate the ionic effects fror_n cry_stalll_ne environments
metal electrode. In this procedure, it is usually assumed that O" the OH bond length and stretching vibration in water and

the varying electrode potential can be modeled by adding or OH_.' Similar trgnc_js in the vibrational frequer_lcy changes with
subtracting an electron to the whole system. Unfortunately, the varying of electric field strength were found using homogeneous
. : - ) electric fields and the point charges. The Oknd CN-
computational demands of the cluster calculations increase ~ . X L . .
rapidly if the adsorbate is a complicated system of atoms. A optimum geometries and vibrational frequencies were obtained
simpler solution is to replace the effect of the charged cluster ggg thiaﬁggla;ti';ise?aetrhg; f#;\r/leug?r:np;tggrif\;gnggéig%na_
by the electric field this cluster creates. Some justification for miza?i)én method® Several papers b gBe’rtlaand co-workers P
this approximation has recently been given by Lambert in a . o pap y bertis .
review of the vibrational Stark effedt. have discussed the influence of an electric fle|fi on the reactions
A recent goal of our work has been to use ab initio cluster pathwayf zfgcirslchargedF—i— CHF —~ FCH?’ +Fand [C!_b_ .
calculations to model wat®t® and solvated halide ions at H_.CH?.’] ' Thgy compute _the energies and analytical first
electrode surfaced. In the course of this work we realized derivatives by adding the required interaction terms to the one-

there were not many calculations that reported geometries andeIeCtron Hamiltonian, but they do not clearly state how the net

S . - ._force on the system is treated in their geometry optimizations.
vibrational frequencies for charged molecules in external electric ) ) ) ; )
fields. Combariza et al. have reported extensive and density [N this paper, we investigate the optimal geometries for a
functional calculations investigating the halide ionsdhd charged halide ion hydrated with a single molecule in electric

interacting with one or several water molec!&s® The fields with strengths similar to those existing near an electrode
geometries of these polyatomic molecules were determined inSurface. The paper is organized as follows. In the Method
the usual fashion by evaluating analytic energy derivatives and S€ction we derive the gradient expressions necessary for
making use of an efficient geometry optimization algoritHrri8 optimizing the geometry of a charged molecular system in an
For a molecule in an external homogeneous electric field the external electric field. Due to the resultant net force on the
appropriate analytical first derivatives can be calculated by charged molecule from its interaction with the electric field, a

adding the electron- and nucleus-field interaction terms to the 9€neral constrained optimization procedure is developed and
illustrated for three specific types of constraints. The compu-

*Tel: (808)-956-5787. Fax: (808)-956-5908. E-mail: johnh@ tational details used in the ab initio calculations are also given
gold.chem.hawaii.edu. in the Method section. In the Results and Discussion section
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geometries, binding energies, and vibrational frequencies for 1. Fixed Center of CoordinatesHereZiNqi in thex, y, and
F~-H,O and -H,O computed for the different optimization  zdirections are kept constant and all the constraingse unity.
constraints and electric field strengths are presented. A sum-The correctionic; for each gradient is then

mary and concluding remarks are made in the final section of

the paper. 1N 9E(F)
ig=-=% — (6)
NG dq,
2. Method
2.1. Constrained Geometry of a Charged Molecule in an 2. Fixed Center of Mass.The mass-weighted coordinates

Electric Field. In this section we discuss the conditions 2idimi are kept constant, with; taken to be the mass of the
necessary to be able to assign equilibrium coordinate positionsnucleus associated with coordinate The expression foic;

to a molecular system that has a net cha@a an external IS

electric fieldF. Formally, the charged molecule is not strictly

at equilibrium since the net charge results in a residual force m N 9E(F)

on the system and the gradient vector will not go to zero. We AG= - N2 m 5 (7
optimize the geometry of the molecule by applying constraints Zi m- 4

to the nuclear coordinates that balance against the total force
generated from the net charge and the electric field. Even
though the total energye(F) of the system has a linear
dependence on translation of the molecule along the electric
field F direction, the energy first and higher derivatives are
invariant to these translations, making it possible to define a G _ E(F)
unique optimized structure for the system. We optimize the aq, aq,
geometry of the molecule by minimizing the energy while

applying constraints to the nuclear coordinates that balancewhile for the unconstrained atond§/dg; = dE(F)/ag;. In the
against the total force generated from the net charge and thePresent work we only consider constraining the halide ion.

external electric field. Suitable constraints take the general form ~ These three optimization constraints simulate different physi-
cal situations. Equations 4 and 6 indicate that the optimized

structure obtained with the center of coordinates constraint
appears to produce a static equilibrium structure, with the net
force on the charged molecular system being evenly distributed
as equal magnitude energy gradients on each of the atoms. On
- . T the basis of the fact that the usual approach to treat the dynamics
Ca IS '_[he _quantity .held constant. The subscn[mg_mfies the of a system is to separate the center-of-mass motion from the
optimization may involve more than one constraint. relative motion, we expected the center-of-mass, type 2,
Using Lagrange’s method of undetermined multipliers, the constraint to most closely resemble the actual geometry the

3. Fixed Single Atom in Spac@& his constraint corresponds
to zeroing out the analytical energy gradient on the fixed atom
i so that

+1¢=0 (8)

> 6c.=Co (1)

whereq; are the nuclear coordinates, are the constraints, and

optimum energy can be obtained by minimizing charged molecule adopts in free space while undergoing
translational motion from the external force due to the electric
G=E(F) + A(z gc — C) @) field. However, at the stationary point eq 4 requires the energy

I

gradients on theith atom to be proportional to its mass.
Eventually, if the dynamical system is able to relax to a static

A stationary point is obtained when the derivatives situation, it is not clear why a heavier atom should have a greater
gradient. At present we are uncertain of the physical situation

aG  OE(F) the type 2 constraint models, apart from maintaining the center-

8_qi = 8_q. + ¢ 3) of-mass at one location. Constraint 3, where a single atom is

constrained, approximates the situation where the constrained
atom somehow becomes attached to a more extended substrate.
are zero. This produces the interesting result We have already been extensively using this type of constraint
in the partial geometry optimization of adsorbates on surfaces
oE(F) P using cluster calculatiorfst®33:34 |n the Results and Discussion

aq =G (4) section we demonstrate that constraints 1 and 3 correspond to
different limiting conditions for the center-of-mass constraint
and discuss further the merits of each constraint type.

All of the present calculations have been performed using
Cartesian coordinates. However, the same geometry constraints
on a charged molecule can be defined for an optimization in
the more chemically intuitive internal coordinates, where the
geometry is expressed in terms of bond lengths and afttés.

where the finaE gradient for the optimized structure depends
on the constraint being used. In order for the displacements of
the molecular coordinates to be in a space orthogonal to the
constraints, one can show that

B E iGOE(F)/0g; In the geometry optimization of a neutral molecule the same
- o2 ®) final geometry is produced regardless of whether internal or
Z' Cartesian coordinates are used, although the rate of convergence

] of the optimization may be coordinate-dependént? Internal
should be used in eq3. coordinates automatically factor out the translational and
In this paper we consider three different types of constraints. rotational degrees of freedom for the molecule, and these would
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include the net force on the charged molecule in an electric
field. Nonetheless, the above three Cartesian constraints can A
still be active. In a typical geometry optimization using internal
coordinates, the energy derivatives are first evaluated with
respect to the Cartesian coordinates of the molecule; the
derivatives are then transformed to the internal coordinates and
used to generate a new set of internal coordinates closer to the
optimized geometry. These new internal coordinates are then
back transformed to the Cartesian coordinates. It is this back
transformation step that determines the type of constraint being
applied in the optimization. A type 1 constraint will be invoked

if the molecules center of coordinates is preserved, a type 2
constraint when the center-of-mass is kept at the same position,
and the type 3 constraint if the molecule is rebuilt with one of
the atoms kept at the origin. Thus, although the above
constraints introduced corrections to the Cartesian gradients, it
is how the coordinates of the molecule are organized that
determines the optimization type. Hermansson et al. in their
fitting procedure to obtain the optimum Otbond length in

the external electric field keep the center-of-mass position
constant and are effectively performing a type 2 optimizatfon.
Whereas the calculations by Bérnrand co-workers on Ciff,~

and GH7* were probably performed using internal coordinates,
the authors do not specify how the coordinates were organized,Figure 1. Optimized F-H,O geometries obtained for the 0.001 and
and as a consequence it is not clear which optimization 0.01 au electric field strengths with different constraint types.
constraint is being used in their calculatigfis®!

2.2. Computational Details. All calculations were per- no field
formed using the GAMESS ab initio program packagelhe
energy gradient routines in the GAMESS program were
modified slightly to produce the correct gradient for a charged
molecule in an electric field and to incorporate the appropriate
optimization constraints using eqs-8. Rather extensive basis
sets are needed to compute reliable properties of negatively
charged molecules. For the F, O, and H atoms Pople’s
6-31++G** basis sets were uséd#4 The averaged relativistic
effective potential (AREP) of Christiansen et'alvas used for
the | atom, with the outermost core 4d electrons as well as the
valence subshells 5s and 5p included into the valence space. In type 2
addition, we included a diffuse d function with an exponent
0.266% and a diffuse sp function (exponent 0.03§%o produce
a (4s4p5d)/[3s3p2d] basis for I. The present energy and gradient
calculations were performed at the RHF SCF level.

The frequencies corresponding to the normal vibrational type 3
modes were calculated in the usual way, by diagonalization of
the mass-weighted Hessian matrix, which was computed
numerically using the GAMESS program. Notably, for the F < F —
constraints 1 and 2 the calculated frequencies depend only on
the atomic coor_dlnates Inpyt into the program, since the fixed 0.003 au electric field strengths with different constraint types.
center-of-coordinates and fixed center-of-mass constraints gen- o
erate constant corrections to the gradient. The fixed atom &€ shown in Figures 1 and 2. Due to the absence of a net
constraint was treated differently, and we assume the fixed atomforce, the three constraint types produce identical optimized
does not participate in the collective vibrations of the molecule. F *H20 and IH,O geometries when there is a zero external
In this case, the mass-weighted Hessian matrix was formed usingE!€ctric field.  The zero-field FH.O optimized geometry
only the free atoms. The Hessian matrix diagonalization reflects_the expected strong H bonding bet_vveen the water and
produces B—3 vibrations, with two of the lowest frequencies F» causing the FH—O angle to be almost linear. Im4H,0
corresponding to frustrated translations of the unconstrained parthe H bonding is much weaker and theH—0 angle is bent.
of the molecule in directions perpendicular to the electric field "€ =H—0O bending has a simple electrostatic origin due to
vectorF. For an unconstrained nonlinear fragment, there is a the dipole moment of the water trying to line up with the electric

third low-frequency mode corresponding to a frustrated rotation fi€ld lines from the T point charge. Our zero-field calculations
around an axis parallel 6. reproduce the SCF geometries obtained previously by Comba-

riza et al*>~1> Combariza et al. also report structures that
include some electron correlation by using density functional
theory and second-order MgliePlesset perturbation (MP2)
The F-H,0 and I-H,0 equilibrium geometries obtained for  theory but find only slightly stronger halidavater interactions
different electric field strengths using the three constraint types and the F-to-H distance shortened by about 0.1 A. Zhan and

no field

type 1

type 3

Figure 2. Optimized I-H,O geometries obtained for the 0.001 and

3. Results and Discussion
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TABLE 1: Geometries for Isolated Water, F~-H,0, and 1 and 2 optimized geometries for fH,O. Somewhat surpris-
(e Qs e Diferon Bt Fd SuShns ¢ 9. the center ot mase consirain esuls i iebing on
(au) Using the Three Different Optimization Constraints th.e nega’gve S|d¢ of the electric f[eld. In stronger electric fields,
: with the I~ held fixed the water dipole becomes almost parallel
constraint |F| d(X—Hs) d(O—H.) d(O—Hs) XH.O H.OH; BE with the electric field, while the center-of-mass constraint

H0 produces an optimized geometry which still resembles its low
8-88(1’ 8-822 8-323 igg-é electric field geometry. The center-of-coordinates constraints
0.003 0.944 0944 106.7 produce t-H,O geometries similar to the type 1 and type 2
0.01 0.945 0.945 105.7 geometries obtained forFH,0. The I-to-H distance is also
FH,0 the geometrical parameter most sensitive to the electric field,

0.000 1.503 1.000 0942 1725 1035 24.7 Iincreasing (decreasing) with the type 1 (type 2 and 3) constraints.
typel 0.001 1.520 0.997 0.942 173.4 1040 23.6 These results serve as a warning that when performing a

8-823 i??g 8-3% 8-825 ggg igg-g i;-g geometry optimization on a charged molecule in an electric field
type 2 0001 1517 0.997 0942 1730 1038 237 that although a unique final structure will be compgtgd, 'Fhe

0.003 1546 0992 00942 1741 1044 215 Structure obtained will be dependent on the optimization

0.01  1.666 0.977 0.942 179.1 1065 13.9 constraint used to balance the net force on the molecule.
type3 0.001 1.495 1003 0942 1724 1033 251 In Table 1 we also list X-to-H,O binding energies for the

0.003 1476 1009 0942 1723 1029 258 qntimjzed geometries obtained using the different constraints

0.01  1.385 1.043  0.942 1727 1014 286 ; g .

and different external electric fields. Since the energy of the
1=-H,0 . . L . . )

0.000 3013 0.950 0044 1420 1028 91 charged system in an ele_ctrlc fl_eld is coordlna_te (_Jlependent, we

ypel 0001 3.044 0950 0943 1500 1038 7.9 have computed a coordinate-independent binding energy by

0.003 3.380 0.948 0.943 1641 1057 48 using
type2 0.001 2.966 0.951 0.944 1473 1031 91

0003 2914 0951 0944 1540 1034 9.0 _ _ _
001 2849 0954 0944 1661 1039 83 BE(X +HOF)=—-EX -H,0,F)+EX ,F)+

type3 0.001 3.008 0950  0.944 1419 1027 9.3 E(H,0,F) (9)
0.003 2.993 0.951 0.944 1423 1023 9.7
0.01 2963 0.955  0.946 141.8 100.7 11.4
where the energids(X—-H,0, F) for the halide-water system,

Iwata in MP2 calculations obtained essentially the same-{¥O E(X~, F) for the halide ion taken to have the same coordinates
results as Combariza et al. using a slightly inferior quality basis as the X in the X™-H,O geometry optimization calculation,
set¥” We have also obtained XH,O results similar to and E(H.O, F) for the optimized water geometry are all
Combariza’s in preliminary MP2 calculations, but since we are computed for the electric field. Consistent with the strong H
more interested in the results from the application of the different bond between water and FTable 1 shows FH,0 to be much
optimization constraints, we only present results of the Hartree more strongly bound than i{H,O. Our calculated binding

Fock calculations in this paper. energies are in good agreement with the 23 and 10 kcal/mol
For the nonzero electric field the XH,O geometry appears  enthalpy changes determined experimentally in the solvation
to be determined by a competition betweenOHdipole of F~ and I~ by a single water molecul&. Table 1 also shows
alignment with the external fiell and either the halide H-bond  that the X -to-water binding energy for the type 1 optimized
strength or the electric field generated by.XFor the water geometry decreases in stronger electric fields. Eq 4 requires

fluoride complex in the electric field, there are two distinct the net force on the type 1 structure to be evenly spread over
geometry types produced by using the three different optimiza- all the atoms, causing a lengthening of the-¥-H bond with
tion constraints. For constraints 1 and 2, Bs the most increasing electric field. In contrast, the type 3 optimized
negatively charged species in the system is attracted to thestructure, with X held fixed, has zero energy gradients on the
positive source of the electric field and the water dipole is almost water atoms, resulting in a slight shortening of the-t¢-H
perpendicular to the electric field. For the type 3 constraint, distance and relatively small binding energy changes. Increasing
where the F is fixed in space, the Fwater direction is reversed  the electric field strength for the center-of-coordinates, type 1,
relative to the type 1 and 2 geometries. The water dipole constraint eventually causes the bond between the halide and
moment is now more closely aligned with the electric field water to break. The critical electric field strength turned out to
direction, but this resulting structure may be coupled with the be 0.013 au for FH,O and 0.004 au for1-H,O (1 au= 5.14
approximately 0.& charge lost from F, causing the KO x 101 V/m) and is consistent with the greater solvation energy
molecule to be attracted to the positive source of the electric for F~. Itis interesting to see the“Xto-H distance is stretched
field. Table 1 shows theFH bond length to be the geometrical by over 0.25 A before breaking.
parameter most sensitive to the electric field, increasing The vibrational frequencies calculated at the optimized
(decreasing) with the type 1 and 2 (type 3) constraints. The F~-H,O and I-H,O geometries for the different constraints and
length of the OH bond neighboring Hs also fairly sensitive electric field strengths are given in Table 2. Generally, the
to the electric field and is appreciably longer than the 0.943-A forms of each of the vibrational modes obtained with the three
OH bond length computed for the isolated water molecule. In different optimization constraints are identical to each other,
contrast, the isolated water OH distance increases only to 0.945although, as we point out below, the frequency values do change
A in an electric field of 0.010 au. with the external electric field strength and these changes are
Two geometry types are also found forH,O in the electric dependent on the geometry constraint type. The two modes
field. However, because of the much higher | atomic mass having the highest frequencies, and v,, correspond to the
relative to F, the optimized geometries obtained with the center- water OH stretches. In all calculations, the mode, which
of-mass and the fixed Iconstraints now resemble each other corresponds to the nonbonded OH stretch, is only slightly shifted
for low electric fields. The much smaller differences in the F, from antisymmetric and symmetric stretching frequencies
0, and H masses produce closer similarities between the typecomputed at 4269 and 4147 chor isolated water using the
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TABLE 2: Vibrational Frequencies Obtained for Isolated explanation for the origin of the frequency shifts with external

\lé\ilgtgrét':éégtzk% 'f__ifzgu')_ S‘sﬁggithg'f;ﬁizgtgﬁggﬂ Electric electric field or why the different optimization constraints

Optimization Constraints. The Frequencies Are in cnr produce different trelnd.s in ylbratlonal shifts. Her.mansson.has
correlated the electric field induced frequency shifts to deriva-

normal modes tives of the free-molecule and field-induced dipole moment
system constraint |F| i V2 v3 va Vs Ve along the vibrating bond directiofi. If instead one considers
H,O 0.000 4269 4147 1728 the geometry changes with electric field strength and one
0.003 4266 4146 1732 assumes the vibrational frequency is proportional to bond
0.001 4261 4144 1739 strength, then the FH,O v, mode frequency values are
3 0.01 4241 4135 1760 consistent with a strengthening of the-8 bond as the FH
F~+H.O 0.000 4211 3040 1862 1164 555 321

typel 0001 4212 3105 1860 1146 555 311 bond length gets longer, thergby reo!ucmg the H-bonding
0.003 4214 3232 1853 1110 556 289 between the Fand H. Interestingly this large Stark effect

0.01 4214 3659 1802 939 540 201 computed for the FH,O v, mode should be big enough to be
type2 0.001 4214 3098 1860 1149 553 314 experimentally observed.

type3 00 4211 3039 1861 1159 550 231 4 Summary and Conclusions

A procedure for geometry optimizing charged molecules in
0.01 4192 2267 1835 1308 614 248 an external electric field is presented. The optimization

I--H,0 0.000 4215 4087 1782 565 148 96 procedure requires the introduction of constraints to counteract
typel 0.001 4223 4081 1778 544 184 84 the resultant net force due to the interaction between the electric

0.003 4237 4097 1761 464 210 55 field and the charged molecule. The general forms of the
type2  0.001 4215 4069 1784 576 194 99  cgngiraints are given by eq 1, and we have presented three

’ specific constraint types: (1) fixed center of coordinates, (2)

type3 0.0 4215 4087 1782 565 148 90 fixed center of mass, and (3) fixed single atom. All of the
0.001 4211 4080 1785 579 158 91 different constraint types produce identical optimized geometries

0.003 4205 4064 1789 606 182 93 for either neutral molecules in an electric field or charged

0.01 4181 4002 1802 687 236 100 mgolecules in the absence of an electric field. However, the

same basis set. In contrast involving the vibration of the H optimized structures of charged molecules in an electric field
atom between O and X shows much larger shifts from the are dependent on the type of constraint used. The appropriate
isolated water OH stretching frequencies. Even in the absenceconstraint to use depends on the physical situation being
of an external electric field, the #H,O v, frequency is modeled. The center-of-coordinates, type 1, constraint appears
dramatically shifted from the isolated water stretching frequency best suited to describe a charged molecule in free space. The
presumab|y because of |arge H_bonding effects. The WaterSing|e fixed atom constraint should be useful for mOde”ng the
bending mode is responsible for tig frequency, and again  Situation where one of the atoms in the charged molecule starts

the F -H,O frequency shows the largest shift from the isolated to adsorb on a surface or electrode. The center-of-mass

water bending frequency computed at 1728 émModesv, constraint does not appear to be physically useful. The same
andvs are due to bending vibrations of-@H—X perpendicular type of constraints can also be defined for internal coordinates.
and coplanar, respectively, to the plane of theB%O ion. The The geometry optimization procedure was applied td-0
higher v4 and vs frequencies for F-H,O relative to -H,0 and -H;O. For a particular electric field strength, the different
correlate with the stronger H-to-Xinteraction. The X-to-H constraints produced different optimized geometries. Generally,
stretch is given bys. the resulting structures and binding energies are consistent with

Not included in Table 2 are the three additional vibrational F~ forming a much stronger H-bond thanm Mith water.
frequencies corresponding to the frustrated translations andSignificant structural changes occur with an applied external
rotation for the water molecule while constraining the halide electric field. The type 1 constraint produces optimized
atom. For a 0.01-au electric field strength we compute Structures with weaker halide ion to water bonding as the electric
frequencies at 10, 33, and 141 chior F~+-H,0 and 5, 15, and field strength is increased. This can be attributed to the type 1
72 cnt! for I=-H,O with the frustrated rotation having the constraint causing the net force to be evenly distributed over
highest frequency. all the atoms. At high enough electric fields the halide ion and

In the presence of an external electric field the H,O v, water break apart. The much higher field strength needed to
mode is the mode that exhibits the largest and essentially linearbreak apart F-H,O versus T-H;O correlates with the greater
Stark effect. However this, mode is blue-shifted for geom-  F~ solvation energy. The type 3 constraint causes the net force
etries computed using the center-of-coordinates and center-of-to be centered at the halide ion, thereby affecting less the halide
mass constraints where the-R distance increases with electric  ion to water bonding. The center-of-mass, type 2, constraint
field and red-shifted for the geometries computed wittheld produces optimized structures intermediate between those from
fixed with the F-H distance decreasing with electric field. Much the type 1 and 3 constraints with the actual structural details
weaker Stark shifts occur for7H,O modesys—vs, but the being dependent on the relative masses of the atoms composing
frequency changes are in the direction opposite those far,the the system.
mode. Thev, mode for I-H,0 is only slightly shifted from The vibrational frequencies for #H,O and I-H,O with
its isolated water value, and the largestH,O Stark effect different external electric field strengths were also calculated.
occurs for the low-frequency modesandvs. Similar to what The large F-to-water H-bonding is again the probable cause
we found in the geometry optimizations, the frequency shifts for the large OH frequency shift from the isolated water value.
for constraints 2 and 3 resemble each other, while the center-The vibrational frequencies vary with the external electric field
of-coordinates constraint produces frequency shifts in the strength to give rise to linear Stark effects. The largest
opposite direction. At present we do not have a physical frequency shifts are found for the, mode involving the
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vibration of H between O and X Thew, frequency increases

as the optimized H-to-X distance becomes longer. The
calculated F-H,O Stark effect for the, mode is large enough

to suggest it could be experimentally observed.
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